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ABSTRACT

The empirical power of a new multivariate goodness~of-
fit test proposed by Foutz (1980) is investigated. The
test has been applied to Monte Carlo samples from bivariate
and trivariate normal distributions with a variety of mean
vectors and covariance matrices. The null hypothesis
tested is that the sample is from a multivariate normal
distribution with 0 mean vector and covariance matrix the
identity I. The observed number of rejections in 5000
replications is used as the measure of effectiveness of
the test. The results indicate that the Foutz test is
quite capable of detecting mean and variance shifts but

is not as powerful against covariance shifts.
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I. INTRODUCTION

In statistical analysis, choosing the correct distri-
bution to model available data is of importance. A class
of procedures known as goodness-of-fit tests has been
derived to test the hypothesis that a set of samples is
from a given distribution. Many of these tests are
readily available and are well known, such as the Chi-
square or the Kolmogorov-Smirnoff (K.S.) goodness-of-fit
test. These tests were designed for univariate distri-
butions and are not usable as multivariate goodness-of-fit
tests in their present form.

In 1980 Robert V. Foutz [Ref. 1] proposed a new multi-
variate goodness-of-fit test that will be called the Fn
test in the sequel. In analogy to the K.S. test the Fn
test compares a hypothesized cumulative distributian func-
tion (CuF) with a "continuous empirical distribution
function" (CEDF) formed from sampled data. Foutz found
the null distribution of the test to be distribution free
as well as being independent of the number of variates p.

Foutz obtained an integral expression for the null
distribution of the Fn test statistic, and closed form
solutions for sample size 2 or 3 were provided. The
complexity of the integral expression increases with
sample size, and a normal approximation to the null distri-

bution was given for use with larger sample sizes. Although




the Fn test was designed as a multivariate goodness-of-fit
test it can also be used to fit univariate distributions.
Franke and Jayachandran [Ref. 2] compared the empirical
power of the Fn test with that for the Chi-square test and
the K.S. test. The results indicated that the Fn test
competes well with these other tests.

The power of the Fn test as a multivariate goodness-of-
fit test is investigated in this thesis. A description of
the Foutz test is given in Section II and the Monte Carlo
methods of simulation are presented in Section III. The
results and conclusions are in Section IV. A Fortran code
for the application of the Fn test is available in the

Appendix.
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II. THE FOUTZ TEST

The Fn test for multivariate goodness-of-fit is based on
a comparison of a hypothesized CDF with a continuous empiri-
cal distribution function (CEDF) derived from a sample. The
first step in the determination of the CEDF is the construction
of what are known as statistically equivalent blocks. A
general method for determining statistically equivalent blocks,
due to Anderson [Ref. 3], is described below.

Civen a random sample X,,X,,...,X _; from a p-variate con-
tinuous distribution, select n-1 functions h, (X), k = 1,2,...,
n-1l, not necessarily distinct, such that each h, (X) has a
continuous distribution. These functions are referred to as
cutting functions and will ke used to partition the sample
space into blocks. Let kl'kz""'kn-l be a permutation of

1,2,...,n-1. Order the X.'s according to h, (X) and define

ky

g(kl) as the k,th order statistic. The sample space is par-

1
titioned into two blocks.

Lm0 < by (k)
1 - k

3
X: h_ (X)) > hl(g(kl))\;.

At the second step if 0 < k, < k, the k-1 X's in B, are
ordered according to hk (X): g(kz) is defined as the kzth in
2

the ordering. Define a cut on Bl obtaining 3 blocks as follows:

10
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11 1 I‘ hkztgg) < hkz(X(kz))
By, = By n ; £on @ > hkz(ig(kz))” '
] BZO = Bz.

Now consider the other alternative, k., > kl. We rank the

2
({n=1)-k;) X's in the second block B, according to h, (X)

2
and let X(k,) be the (k,-k;)th largest in the ranking. De-

fining a cut at h; (X(k,)) we obtain the 3 blocks,
2

Bio = By

By, = B, n | X: h gy S By (x(k ))l
I 2 |

322 = B, n } X: hkz(X) > hk (X(k ))}

The process is continued until all the cutting functions are
exhausted. This results in a partition of the sample space

into n statistically equivalent blocks, which are denoted by

B,

i=1,...,n.

In the univariate case an intuitively appealing choice for
the cutting functions is the identity function viz., h(X) = X
for all k. The resulting statistically equivalent blocks are
then (=-«,X(1)}, X(1),X(2)] ,...,(X(n~1) ,+=) where X(j) is the

jth order statistic. The multivariate analogue is to choose

11l
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individual coordinates as cutting functions, viz., hk(g) = g(j),
the jth coordinate of X. An example illustrating the con-

struction of the blocks in the bivariate case is given below

for a sample of size 8.

Let (2,4,6,8,1,3,5,7) be the permutation vector K. Define
x(l)

§(2)

hk(g) . the first coordinate of X, for k = 2,4,6,8 and

hk(ﬁ) , the second coordinate, for k = 1,3,5,7. Figure 1
gives a graphical representation of the rectangular coordinate
method of forming blocks and Figure 2 is the representation
for the polar coordinate method. The random sample that was

used in both figures is found in Table I.

TABLE I: SAMPLE BIVARIATE DATA

N =28
Observation 1 2 3 4 5 6 7 8
Coordinate
1 -3.54 2.25 =-1.00 .71 2.00 - .75 =2.25 0.00
2 0.00 =-2.25 .50 .00 1.25 -1.50 =1.50 =0.50

The first element of the permutation vector is k = 2 and
hy(X) = 5(1), therefore xél) is defined to be the second
smallest first coordinate. This partitions the sample space

into two blocks,

B, = ;x: x (1) _<_x2(l) ,
T
B, = X: X X .
2 1 > &2 ,
12
e _\
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FIGURE 1l:

4.0

STATISTICALLY EQUIVALENT BLOCKS=--
RECTANGULAR COORDINATES
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2 > kl.

into two sub-blocks,

hy(x) = x'1) ana x

21 = an S{X:

322 = 32 n { X:

where Xél)

‘ Fn = SUP |H (X)
B X n -

The second element of the permutation vector is k2 = 4,

Hence the block Bz is partitioned

X(l) > Xél)} )

is the second largest coordinate among the X's in
block 82. At this stage the sample space is partitioned into
three blocks. Next, the third element of the permutation
vector and the corresponding cutting function define another
partition of one of the three blocks into two sub-blocks.
This process is continued until the permutation vector is
exhausted, at which stage the sample space will be partitioned
into 9 statistically equivalent blocks.
The CEDF is now constructed by spreading a mass 1l/n within
each block. If Ho is the hypothesized CDF and Hn the CEDF,

the test statistic Fn takes the form

- Hy(X) |. (1)

Let D, i=1,2,...,n, be the probability contents of the

blocks 8; under the null hypothesis Hy, i.e., D, = [ dH,(x).
B,

1

A computational form of the Foutz test statistic is,




hot W AT i vmame vy e s

(4 1

Foutz gave the following representation for the cumulative

distribution of the test statistic

X X

P(Fn< x) = .o g. (8,,6,,4..,8 yas,dé,,...,ds :
_mf -&f n'1’°2' '“n-1 1772 ’““n-1
(3)
where
gn(sl,éz,...,én_l) = n!(n-1)!
for
L s > (§.-6.) > > (6 =8 ) > =6
n - 1 2 1 *e n-1 "n-2 n-1°

The evaluation of this integral is cumbersome and has not been
carried out for n > 5. Foutz has therefore derived a large

sample normal approximation given by

(1/2) -1

n (x~-e ™)

Lim P[Fn<x] = ¢[—— ~ l.
e = (2e”1 - 5e7%)1/%

(4)

-5

To check the accuracy of the normal approximation, Franke
and Jayachandran [Ref. 4] generated 80,000 samples of sizes

20, 30 and 50. Table II contains the empirical significance

16




5 TABLE II: EMPIRICAL SIGNIFICANCE LEVEL OF THE FOUTZ Fn TEST

Sample Size 20 30 50
Normal
Significance
Level
' .10 .0757 .0800 .0859
.05 .0372 .0399 .0428
.01 .0082 .0083 .0093

levels, when the normal approximation was used to determine
the critical values for the Fn test.

It is clear that the rejection rates given in Table II
are consistently lower than the nominal values. More accu-
rate critical values were therefore determined from the

. 80,000 Fn values and are presented in Table III.

TABLE III: APPROXIMATE CRITICAL VALUES FOR Fn TEST

Sample Size 20 30 50

Significance Level

.10 .42714 .41903 .40816
(.43586) (.42383) (.41150)
.03 .44865 .43553 .42116
(.45513) (.43969) (.42386)
.01 .48659 .46579 .44487
(.49127) (.46944) (.44706)

Values in parentheses are those obtained from the normal
approximation given by Foutz.

17
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III. DESCRIPTION OF THE SIMULATION

In order to check the efficacy of the Foutz test as a
multivariate goodness-of-fit test a simulation was run to
generate sample data from various bivariate and trivariate
normal distributions. The hypothesis tested in each case
is that the sample is from a multivariate normal distribu-
tion with mean vector 0 and covariance matrix the identity
I. Rectangular and the polar/spherical method of blocking
were both used and compared as to their effect in each
case.

To validate the blocking schemes, the null hypothesis
is tested against data generated from the distribution
N(0,I). Bivariate and trivariate sample sizes of 20, 30
and 50 are used to compute the Fn statistic which is then
compared to the empirical critical levels found in Table III.
Rejection rates are based on the number of rejections in
20,000 replications for each sample size. Comparing the
null rejection rates to the nominal significance level
used, as shown in Table III, provides evidence supporting
both blocking methods as all null rejection rates are close

to the significance level used.

The empirical power of the test was then investigated
by varying the distribution tested. This investigation is

accomplished in three different ways. First, the mean is

»

18
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shifted away from the 0 vector while leaving the covariance as
the identity matrix. This is done to investigate the ability
of the test to detect location shifts. The covariance matrix
is then changed from the identity while leaving the mean as
the 0 vector. This is accomplished by changing the diagonal
elements alone to investigate variance shifts and then shift-
ing the off diagonal elements by themselves to check the effect
of covariance shifts. A primary sample size of 20 was chosen
for comparison and 5000 replications were used to compute
rejection rates for each distribution tested. Mixing of the
three types of shifts is also simulated to investigate the
possible confounding effects of the three shifts. Finally
sample sizes of 30 and 50 are run on a few of the distribu-
tions to determine the effect of increasing the sample size.
The various multivariate normal distributions are simulated
in the following manner. Univariate normal(0,l) pseudorandom
deviates are obtained from the LLRANDU series by Lewis [Ref. 5]
and grouped to form a multivariate N(0,I) p-variate vector.
Taking the X so formed, the p-variate N(0,I) vector random

variable is transformed by
C-lz(_*+ u = X, (1)

where

I
[ L]
10

"
o

19
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resulting in an X which is distributed as N(u,Z). The Foutz

test is then applied to each of the samples consisting of
An example using a bivariate sample helps illustrate the

blocking procedure used. Let X,,X,,...,X _,, be the simu-

(1)

lated bivariate sample. The first cut is made on X,™’ or

the first coordinate of the first vector X Two blocks are

l.
formed,

First Second
Coordinate Coordinate
B, = (-=,x\1)) (=0, 40)
(1) _ ”
By = (% 4= (=, +%)

X is taken next and determined to be contained in block B,
or Bz. Suppose §2 is in block BZ' B2 is then partitioned
by 552) or the second coordinate of sample X;. Three blocks

are now defined as,

First Second
Coordinate Coordinate

Byy = (=% 01 (=, +w)
By, = (X7 .4e) (2, +m) .

20




This procedure is continued by examining the next vector
in the random sample, locating the block that it is contained
in and partitioning the block by the designated coordinate.
The coordinate cutting functions used are alternated starting
with the first coordinate for the first cut. Coordinate
ranges, as shown, are used to designate blocks and the process
is continued until n blocks are so defined. Given any random
sample this method can be shown to be equivalent to a unique
permutation vector K and a set of cutting functions {hk} as
defined in Section II.

After the formation of the statistically equivalent blocks,
each block has the probability content of 1/n and must be

compared to the hypothesized content using the statistic

n
Fn = ]
i=1

1
max[O,H-Di]. (2)
Di' the probability content of each block, under the null
hypothesis, is defined by the integral of the null density
over the block. The integral of the multivariate normal (0,I)

over a rectangular block yields

-p
*
T o (1/2) x'Ix g

D, = [...é (2m) X. (3)

i

21




This reduces to the product of the marginal densities which
may be easily evaluated with many available routines, elimi-
nating the need for numerical integration.

In spherical coordinates Di is represented by

P2 P2 P2y (L1202 2
D, = | / / 2n e ° sin(pp dodsds.

(4)

Upon separation,

92 %7
. {  (1/2)sin¢ d¢ [ (2m) tde |
9 1 P1

p - 2
2 2239( 1/2)p do .
(Zw)l/2

(5)

o
]

Noting that with a change of variables the third integrand
is a Chi-square density with 3 degrees of freedom, we may

use a closed form expression to evaluate D as follows:

D; = [5(cos py-cos 69) Ix [5(8,-9,) Ix [X3gg (p) =X 3gs (p1) ]
(6)

where

2 2 ) .
x3ag(Py) = Plxzgesoyl, 1 =1,2.

For bivariate data the use of polar coordinates leads to

similar simplification leaving D in the form

22
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B

1 2 2
Dy = 35(05701)  [Xoqe(R)] = [X3q¢(Ry)1. (D)

After the calculation of the probability contents Di for
the n blocks, equation (2) is used to evaluate the Fn statis-
tic for each generated sample. The statistic is then compared
to the critical values found in Table III to decide if the
null hypothesis is accepted or rejected. Rejection rates
are defined by the number of rejections divided by the number
of replications in a given run. The rejection rates thereby
define an empirical power for the simulated distribution.

The major component of the Fortran simulation program
used to evaluate the Foutz statistic for a given sample is
available in the Appendix. It has been adapted for use for
sample sizes up to 50, with redimensioning being needed for
larger sample sizes. The program is applicable for fitting
data from any hypothesized multivariate normal distribution
and provides the Fn statistic as computed by both blocking
methods presented. The code is self-contained except for
three IMSL routines, LUDECP, MDNOR, and MDCH [Ref. 6]. These
subroutines provide matrix decomposition, univariate normal
probabilities and chi-square probabilities, respectively,
and must be available or substituted prior to utilization

of the wrogram.

23




IV. RESULTS AND CONCLUSIONS

The results of the simulation are summarized in
Tables IV-XIV. Rejection rates are given by the distribu-
tion tested and the significance level used. Empirical
power curves are presented in Figqures 3-8. Rejection rates
are plotted against the magnitude of the shift in mean,
variance and covariance for the distribution tested. All
power curves are based on 5000 replicated samples and
were compared at the a = .05 significance level.

The results for the case in which the distribution of
the samples is the same as the hypothesized distribution
viz., N(0,I) are given in Tables IV and V. The rejection
levels obtained are close to the nominal significance
level for both blocking methocds. No distinct pattern of
variation about the prescribed levels is discernible for
either method, as expected.

The rejection rates for mean shifts are given in Tables
VI-VII and Figures 3-4. Shifts in the mean vector are
detected well; a shift of one standard deviation in a
single coordinate resulted in a 60% rejection rate for
bivariate or trivariate data. Greater shifts in mean led
to even higher rejection rates. The rectangular method
of blocking consistently gave about a 10% improvement over

the polar/spherical method in detecting mean shifts.

24
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Results for variance shifts are contained in Tables
VIII and IX and the power curves are given in Figures 5
and 6. The Foutz test did not detect small variance
shifts very well but the performance of the test was far
better for larger shifts or shifts in more than one coor-
dinate. No one method of blocking performed better in all
cases but in general the polar/spherical method seemed to
outperform the rectangular method for detecting variance
shifts.

The results for changes in covariance are summarized
in Tables X, XI and Figure 7. Covariance shifts are not
detected well for either blocking method except for highly
correlated data with the correlation coefficient equal to
.9. The polar/spherical coordinate blocking method appeared
to perform a little better than the rectangular coordinate
method of blocking, but in general the simulation revealed
that the Fn test is not very powerful against covariance
shifts.

The empirical power for combinations of shifts in mean
and variance or covariance are presented in Tables XII and
XIII. Entries are based on an a = .05 significance level
and are tabled by the mean vector and covariance matrix
of the sample data. Entries farther down and to the right
correspond to greater shifts in mean and variance/covariance
and are generally larger, as is to be expected. There are

no apparent confounding problems due to shifts in both

25




parameters. The rectangular method of blocking, however,
did outperform the polar/spherical method for most cases
of multiple shifts.

The results indicative of the effect of increasing the
sample size are summarized in Tables XIV and XV. Results
for sample sizes of 20, 30, and 50 are given for some
representative cases. The tables reveal higher rejection
rates for larger sample sizes with increases being compa-
rable for both blocking methods.

This study was limited to the two and three variate
normal distribution. There are many problems for further
research. Of primary concern is the generation of percen-
tage points of Fn for various values of n. The intracta-
bility of the problem of obtaining the exact distribu;ion
requires an empirical approach to finding a correction to
the asymptotic approximation given by Foutz. Since the
use of coordinates as cutting functions worked well, the
method should be tried for other distributions and higher
dimensions.

In conclusion, the Fn test is found to be a viable
option for testing goodness-of-fit of multivariate normal
distributions. These encouraging empirical results indicate

further study should be conducted to explore the potential

of this test for other distributions.




TABLZ IV: NULL EMPIRICAL REJECTION LEVELS FOR
THE BIVARIATE NORMAL DISTRIBUTION

Significance Level .01 .05 .10
Blocking Method

N =20
Rectangular .0098 .0488 .0940
Polar .0096 .0482 .1020
N =30
Rectangular .0110 .0510 .0944
polar .0082 .0454 .0890
N =50
Rectangular .0120 .0498 .0950
Polar .0098 .0484 .0958

- —— - —— - . — - . - — D T W D ep = D e WD W W M G S D A S S S R S - - -

BASED ON 20,000 REPLICATIONS
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TABLE V: NULL EMPIRICAL REJECTION LEVELS FOR
THE TRIVARIATE NORMAL DISTRIBUTION

Significance Level .01 .05 .10
Blocking Method

N =20
Rectangular .0104 .0440 .0982
Spherical .0120 .0518 .1048
N =30
Rectangular .0114 .0480 .0958
Spherical .0140 .0484 .0314
N =50
Rectangular .0098 .0484 .0960
Spherical .0088 .0478 .0914

- D - - L = W Dy - - - — — D G - D . D WD S T . - G e - - e - -

BASED ON 20,000 REPLICATIONS
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TABLE VI: REJECTION RATES FOR SHIFTS IN MEAN (BIVARIATE)

N = 20 '

Critical Value .01 .05 10
Mean Tested

0 .0094 .0488 .0998

0 .0102 .0482 .0996
-.5 .0566 .1684 .2816
0 .0346 .1096 .2138
.5 .0574 .1710 .2700
0 .0430 .1388 .2298
-.5 .1408 .3164 .4534
-.5 .1038 .2592 .3610
.5 .1294 .3024 .4406
.5 .1230 .3164 .4534
-1 .4357 .6664 .7834
0 .2340 .4484 .6046

1 .4464 .6700 .7842

0 .2444 .6664 .7834
-1 .8382 .9418 .9748
-1 .7780 .9212 .9610
1 .8428 .9418 .9718

1 .6930 .9212 .9610
-2 .9936 .9980 .9996
0 .9926 . 9990 .9996

2 .99438 .9998 1.0000

0 .9762 .9950 .9980
-2 1.0000 1.0000 1.0000
-2 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000

2 1.0000 1.0000 1.0000

- G - G D ST W S P G T G D D GD S R R S D G G, G D EP G AR D D S D R D S R S G A D G G D R G e . . . .-

BASED ON 5000 REPLICATIONS

FIRST ENTRY--RECTANGULAR
SECOND ENTRY--POLAR
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TABLE VII: REJECTION RATES FOR SHIFTS IN MEAN (TRIVARIATE)
N =20
Critical Value .01 .05 .10
i Mean Tested
0 .0104 .0440 .0982
0 .0120 .0518 .1048
0
-.5 .0492 .1502 .2474
0 .0216 .0980 .1632
0
.5 .0480 .1438 .2484
0 .0280 .1036 .1874
0
-.5 .1076 .2704 .3990
-.5 .0472 .1516 .2516
0
.5 .0972 .2424 .3688
.5 .0658 .1912 . 3046
0
-.5 .1826 .3788 .5170
-.5 .0848 .2198 .3584
-.5
.5 .1738 .3642 .4948
.5 .0848 .2198 .3584
.5
-1 .3782 .5984 .7212
0 .1184 .2942 .4212
0
1 .3728 .5984 .7212
0 .1174 .2866 .4234
0
-1 .7392 .8892 .9410
-1 .3808 .6020 .7338
0
1 .7400 .8892 .9410
1l .4670 .6918 .7934
0
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TABLE VII (Continued)

Critical Value .01 .05 .10
Mean Tested

-2 .9636 .9872 .9958
0 L7772 .9138 .9916
: 0
; 2 .8992 .9676 .9832
; 0 .8486 .9448 .9736
| 0
f -1 .9134 .9778 .9894
-1 .7688 .8744 .9312
-1
1 .9102 .9746 .9900
1 .7936 .9244 .9598
1
=2 1.0000 1.0000 1.0000
-2 .9984 .9996 1.0000
0
2 1.0000 1.0000 - 1.0000
2 .9998 1.0000 1.0000
0
-2 1.0000 1.0000 1.0000
-2 1.0000 1.0000 1.0000
-2
2 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000
2
BASED ON 5000 REPLICATIONS
FIRST ENTRY--RECTANGULAR
SECOND ENTRY--SPHERICAL
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TABLE VIII. REJECTION RATES FOR SHIFTS IN
VARIANCE (BIVARIATE)

N =20
Critical Values .01 .05
vVariance Tested
1 0 .0094 .0488
0 1 .0102 .0482
1 0 .1864 .3786
0 3 .1578 .3342
2 0 .2228 .4292
0 2 .1714 .3582
1 0 .4030 .6322
0 5 .4286 .6448
3 0 .5790 .7666
0 3 .5338 .7450
1 0 .5640 .7608
4] 7 .6312 .8106
1 0 .7092 .8618
0 10 .8088 .9228
5 0 .8998 .9664
0 5 .8998 .9665
10 0 . 9956 .9994
0 10 .9920 .9978

.10

.0998
.0996

.5150
.4640

.5628
.4928

.7474
.7574

.8580
.8368

.8556
.8856

.9222
.9600

.9832
.9804

.9998
.9988

BASED ON 5000 REPLICATIONS

FIRST ENTRY--RECTANGULAR
SECOND ENTRY--POLAR
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TABLE IX. REJECTION RATES FOR SHIFTS IN VARIANCE
(TRIVARIATE)

Critical Value .01 .05 .10
Variance Tested

OOV COWUVI OO0 OOW OOoOW OO OO~ OOUI OCON OOW OO
OO OO OO OWO OWO ONO OHO COCHO ONO OHO OO
NMOO HOO HOO WOO HOO NOO HOO HOO HOO OO OO




TABLE IX (Continued)

N =20
Critical Value .01 .05 .10
Variance Tested
10 0 0 .9572 .9866 .9950
0 10 0 .9470 .9832 .9926
0
10 0 0 .9972 .9998 1.0000
0 10 0 .9858 .9970 .9994
0 0 10

- - - T - - - — - — . - — . A S S D T - T wn -

BASED ON 5000 REPLICATIONS

FIRST ENTRY-~RECTANGULAR
SECOND ENTRY--SPHERICAL
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TABLE X: REJECTION RATES FOR SHIFTS IN COVARIANCE

(BIVARIATE)
N =20

Critical Vvalue .01 .05 .10

Covariance Tested
1 0 .0094 .0488 .0998
0 1 .0102 .0482 .0996
1 -.3 .0152 .0558 .1068
-.3 1 .0126 .0598 1274
1 .3 .0126 .0576 .1178
.3 1 .0136 .0656 .1258
1 -.6 .0288 .1008 .1782
-.6 1 .0514 .1576 .2560
1 .6 .0250 .0912 .1702
.6 1 .0648 .1838 .2984
1 -.9 .1166 .2996 .4446
-.9 1 .2378 .2982 .6162
1 .9 L1122 .2996 .4446
.9 1 .2378 .4710 .6042

BASED ON 5000 REPLICATIONS

FIRST ENTRY--RECTANGULAR
SECOND ENTRY--POLAR
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TABLE XI: REJECTION RATES FOR SHIFTS IN COVARIANCE
(TRIVARIATE)
N =20
Critical Value .01 .05 .10
Covariance Tested
1 0 0 .0104 .0440 .0982
0 1 0 .0120 .0518 .1048
0 0 1
1 0 =-.3 .0104 .0540 .1076
0 1l 0 .0124 .0488 .1066
-.3 1
1 0 .3 .0106 .0468 .0972
0 1 0 .0124 .0512 .1086
3 0 1
1 .3 .3 .0126 .0560 L1112
.3 1 .3 .0162 .0676 .1292
.3 .3
1 0 -.6 .0152 .0740 .1394
0 1 0 .0122 .0584 .1158
-.6 0 1
1 0 6 .0148 .0674 .1298
0 1 0 .0128 .0582 .1194
.6 0 1
1 .6 6 .0308 .1136 .1960
6 1 .6 .0432 .1434 .2486
6 .6
1 0 -~.9 .0412 .1358 .2314
0 1l 0 .0254 .0974 .1842
-.9 0 1
1 0o .9 .0402 .1386 .2368
0 1 0 .0258 .1386 .2368
.9 0 1
i .9 .9 .1406 . 3454 .4942
.9 l .9 . 3646 .5950 .7122
.9 9 1
BASED ON 5000 REPLICATIONS
FIRST ENTRY--RECTANGULAR
SECOND ENTRY--~-SPHERICAL
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TABLE XII: REJECTION RATES FOR MULTIPLE SHIFTS
IN MEAN AND VARIANCE-COVARIANCE
(BIVARIATE)
N =20
Sigma 1 0 1l .6 2 0 2 .849 5 1.34
0 1 .6 1 0 2 .849 2 1.34 5
.0488 .0912 .1986 .2500 .9658
.0482 .1176 .1522 .2162 .9572
.1710 .2398 .3110 .3702 .9720
.1388 .2482 .2498 .3402 .9650
.5606 . 7346 .6384 .6828 .9820
.4348 .5952 .5334 .6316 .9764
.9418 .8774 .9350 .8658 .9892
.8576 .8588 .8722 .8308 .9840
.9998 .9998 .9902 .9950 .9990
.9950 .9990 .9772 .9882 .9964
FIRST ENTRY--RECTANGULAR
SECOND ENTRY--POLAR

BASED ON 5000 REPLICATIONS
a = .05
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TABLE XIII:

l1 0 0
Sigma 0 1L 0
0 01
Mean
0 .0440
0 .0518
0
.5 .0480
0 .0280
0
1 .3728
0 .1174
0
1 .7400
1 .7392
0
2 .9982
0 .9726
1

REJECTION RATES FOR MULTIPLE SHIFTS

IN MEAN AND VARIANCE-~COVARIANCE

(TRIVARIATE)

N =20
1 0 .6 5 0 0
01 o 010
6 0 1 0 0 1
.0674 .5392
.0582 4584
.1830 .5708
L1176 5034
.6352 .6852
.2912 .6254
.9074 .9270
. 7454 .8602
.9956 L9716
.9752 L9742

.7828
.7840

.7946
.8020

.8206
.8422

.9668
. 9454

.9736
.9774

FIRST ENTRY--RECTANGULAR
SECOND ENTRY--SPHERICAL
BASED ON 5000 REPLICATIONS

a = .05
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TABLE XIV: REJECTION RATES FOR INCREASING
SAMPLE SIZES (BIVARIATE)

Sample size 20 30 50
Shift
a = .01
.5 .0574 .0860 .1270
0 .0430 .0564 .0754
.5 .1294 .2026 .3652
.5 1230 .1418 .2508
1 .3 .0126 .0140 .0176
.3 1 .0136 .0152 .0170
1 0 .1864 .2722 4522
0 3 .1578 .2244 3744
o = .05
5 .1710 .2170 .2914
0 1388 .1630 .2238
.5 3024 .4144 .6030
.5 .3164 .3076 .4826
1 .3 .05786 .0624 .0728
.3 1 .0656 .0624 0760
1 0 3786 .4884 6756
0 3 3342 .4304 .6016
o = .10
.5 .2700 .3228 4256
0 2298 .2658 3400
.5 4406 5424 .7190
.5 .4534 .4336 .6066
1 .3 1178 .1174 1396
.3 1 1258 .1196 .1422
1 0 5150 .6132 .7800
0 3 .4640 .5566 .7160

BASED ON 5000 REPLICATIONS

FIRST ENTRY-~RECTANGULAR
SECOND ENTRY--POLAR
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TABLE XV:

Sample size

Shift

oo OoOoWwm

OCOoWw WOor
OHO OO « ¢ o

moun oowm

OHO OMRO + ¢

REJECTION RATES FOR INCREASING

SAMPLE SIZES (TRIVARIATE)

20

.2484
.1874

.49438
.3584

.0972
.1086

.4736
.3156

QqQ =

30
.ol

.0680
.0362

.2932
.1662

.0138
.0134

.2054
.1138

.3024
.2132

.6396
.4912

.1142
.1030

.5264
.3880

50

.1036
.0526

.5040
.3428

.0148
.0144

.3528
.2080

ooooooo ® o % 0000040

.2742
.1646

.7268
.5868

.0656
.0540

SECOND ENTRY.
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APPENDIX A
USER REQUIREMENTS AND INPUT FORMAT FOR PROGRAM FOUTZ

The use of the Computer program contained in Appendix B
requires the sample size, number of variates, applicable
data and the Multivariate Normal distribution being tested
as described by the mean vector and the variance-covariance
matrix. The variables containing the required inputs as

well as the required input format are as shown below.

DESCRIPTION OF VARIABLES

e b el Dt Sample size

Mrmcme e e e Number of Variables (2 or 3)

SIGMAl~=====aceaa= Variance-Covariance Matrix
{MxM)

Bl-==——mrmmrmeema Mean Vector (Mxl)

Xemmmmmmmc e Matrix of Sample Data (MxN)

INPUT FORMAT

N, Meceerere e (21I5)

SIGMAl-=~====e=——- (3F12.6) Input M Rows
Blemeemmmmcmm e (F12.6) Input M Rows
b O D D (3F12.6) Input M Rows

Input data is echoed in the output providing a check
for correct entry of data as well as is the decomposition
of SIGMAl. The Fn statistic as computed by both methods
of blocking follows completing the ocutput given for a
single run. An example ruﬁ is given for Trivariate data

of sample size 10.
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SAMPLE TRIVARIATE RUN

FOUTZ TEST FOR 3 VARIATE NORMAL
THE NUMBER OF OBSERVATIONS = 10
OBSERVATIONS ENTERED AS FOLLOWS

3.170000 7.540000 4.230000
4.160000 5.500000 5.580000
2.330000 2.910000 6.620000
2.530000 3.440000 5.660000
1.990000 2.630000 6.320000
2.260000 2.800000 6.730000
2.630000 0.290000 6.550000
3.440000 4.860000 3.150000
3.500000 4.670000 8.310000
3.580000 3.230000 4.970000
DISTRIBUTION TESTED
COVARIANCE MATRIX
1.000000 1.000000 1.000000
1.000000 3.000000 1.000000
1.000000 1.000000 5.000000
MEAN VECTOR
2.000000
3.000000
4.000000

DECOMPOSITION OF SIGMA
1.000000 0.0 0.0
-0.707107 0.707107 0.0
-0.500000 0.0 0.500000

WITH POLAR OR SPHERICAL COORDINATES

FOUTZ STAT= 0.593289
WITH RECTANGULAR COORDINATES
FOUTZ STAT= 0.556877
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